附件2

|  |  |
| --- | --- |
| 项目名称 | 新型神经元忆阻器件与全忆阻器神经网络的研究 |
| 项目类别 | □C类√D类 |
| 技术领域 | √信息 □环保 □健康 □旅游 □时尚 □金融 □高端装备制造□文化 □海洋经济 □生物技术 □新能源 □新材料 □其他 |
| 所在平台 | □省级留学人员创业园：                   □省重点企业研究院：                   □省级产业集聚区：                    √其他 |
| 是否回国来浙从事博士后研究工作 | □是，海外博士授予学校： 回国时间： 博士后编号：  |
| √否 |

浙江省“钱江人才计划”C、D类

项 目 申 请 表

姓 名 黄科杰

单 位 浙江大学

部门（地区） 信息与电子工程学院

浙江省人力资源和社会保障厅

**填表说明**

1．技术领域：请在以下相应产业领域栏目打“√”：信息、环保、健康、旅游、时尚、金融、高端装备制造、文化、海洋经济、生物技术、新能源、新材料；不属上述产业领域的，请在“其他”栏打“√”。

2．所在平台：若项目属省级留学人员创业园、省重点企业研究院、省级产业集聚区的，请在相应栏打“√”，并填写相应名称。不属于上述内容的，请在“其他”栏打“√”。

3．是否回国来浙从事博士后研究工作：在“是”或“否”前打“√”，若“是”的，填写相应栏目。

4．表内各栏目填写内容的起讫时间均为最近5年，2017年申请的，各栏目起讫时间为2012年1月至今。

一、申请人基本信息

|  |  |  |  |
| --- | --- | --- | --- |
| 姓 名 | 黄科杰 | 工作单位 | 浙江大学 |
| 职 务 | 研究员 | 从事专业 | 半导体器件，集成电路，机器学习 |
| 联系地址 | 浙江省杭州市浙大路38号玉泉校区 | 邮 编 | 310027 |
| 单位电话 | 87951754 | 手 机 | 13185000712 | E-mail | huangkejie@zju.edu.cn |
| 留学国别 | 新加坡 | 出国时间 | 2007/12 | 回国时间 | 2016/10 |
| 留学机构名称 | 新加坡国立大学、新加坡科杰研究局、新加坡科技设计大学、新加坡赛灵思（Xilinx）公司 |
| 留学性质 | □公派√自费 | 学习性质 | □大学   □硕士  √博士  √博士后□普访   □高访   □其他\_\_\_\_\_\_\_\_\_\_ |
| 主 要学 习工 作经 历 | 教育经历2011/8–2014/7， 新加坡国立大学，电子与计算机工程，博士，导师：连勇 2004/9–2006/6， 浙江大学， 电路与系统， 硕士， 导师：沈海滨1999/9–2003/6， 浙江大学， 电子信息工程， 学士工作经历2016/10-至今，浙江大学，信息工程与电子学院，研究员2013/7-2016/10，新加坡科技大学（SUTD），Engineering Product Department，博士后研究员2011/2-2013/6，新加坡科技研究局（ASTAR），Data Storage Institute，研究工程师2008/1-2011/2，赛灵思（XILINX），设计部门，工程师2006/12-2007/12，格科微电子，设计部门，工程师2006/7-2006/11，三星半导体，设计部门，工程师 |
| 从事专业工作情况 | （概述本人的专业研究领域、方向和主要业绩）申请人过去几年的研究工作，主要是从事**新型非易失性存储器，低功耗电路**和**神经形态芯片的开发研究工作**。近五年来，申请人已发**20篇**国际期刊论文和会议论文，其中**8篇一作和1篇共同一作**论文发表于顶级期刊，如**IEEE TCAS，TVLSI，TNANO等**。总影响因子超过**40**。申请人的研究成果被许多欧美日著名学者所认可和引用。另外多篇高质量论文正在一些顶级期刊评审（或即将投稿），如**Nature Nanotechnology**, **ACS Nano, IEEE TCAS, Elsevier JPDC**等等。同时也是许多国际顶级期刊和知名会议的审稿人，如**IEEE TCAS，TVLSI, TED, TC，EDL，ISCAS**等等。此外在非易失性存储器电路设计领域还有**4个美国授权专利**，**3个美国专利申请公开**。2011年主持工业界横向项目一个（约**400万人民币**），开发一块16kbit的RRAM阵列。负责过研究项目若干。申请人在2016年以“百人计划”研究员身份加入浙江大学。加入浙江大学之后，积极展开合作，与美国华为研究所，杭州海康威视，上海微系统所，清华脑科学中心，成都电子科技大学等展开密切的合作与交流。目前还在通过新加坡科技设计大学申请新加坡TLAB的一个神经形态芯片设计的项目。申请人目前的研究领域包括非易失性存储阵列和逻辑电路设计，非易失性神经形态芯片设计，机器学习等。目前完成的研究工作主要如下：1. **基于忆阻器的神经形态芯片**

因为机器计算能力的大幅度增强，机器学习特别是深度学习在人工智能领域得到了前所未有的重视和发展。其应用包括图像识别，语音识别，医疗，人机交互等各个方面。但是目前机器学习主要依赖于服务器计算能力，在一些实时或者低功耗等应用方面受到极大的限制。另一方面，传统计算机主要基于冯\*诺依曼（Von-Neumann）架构，在神经网络方面的计算，如卷积，仍有很多不足之处。于是，各种优化的神经网络加速器开始出现，如google的TPU，MIT和NVIDIA合作的用于卷积神经网络（CNN）的EYERISS（局部存储器和权重值重用），中科院开发的寒武纪（乘法器阵列和加法器阵列）。虽然这些新的设计一定程度上优化了这些处理器在神经网路方面的处理能力，但是仍然有很多不足之处。因为他们仍然需要传统的乘法器和加法器（或者ALU）来实现矩阵的乘机和求和。在这里有三个主要的问题，一是**计算单元使用乘法器和加法器**，二是**存储单元使用缓存（SRAM）-主存（DRAM）-硬盘（如FLASH）的层次结构**，三是**存储单元与计算单元数据通讯**问题。存储单元和计算单元分开，往往导致他们之间的连线过长，连线功耗过高，并且极大的影响系统的速度。特别是深度学习的应用，一般需要非常大的网络规模数据，导致**数据在处理器和主存之间频繁地移动**。计算单元使用加法器和乘法器会需要较大的面积和较高的功耗来完成复杂的卷积计算。传统的存储器和存储器架构也同样需要较大的面积和较高的读写和漏电功耗。IBM的TrueNorth使用了神经形态的架构，解决了运算单元和存储器分离的问题，并且简化了神经网络运算。而**忆阻器（Memristor）用来模拟神经突触（Synapse）又给神经形态芯片的设计带来了新的契机，可以很好的解决存储器的问题**。申请人在神经形态芯片的设计上，主要包括了下面三个方向：一是开发新型器件，二是优化学习算法和电路，三是设计系统架构与芯片。新型器件开发，主要是用于神经突触和神经元的忆阻器。申请人在**世界上首次**报道了可同时用于STDP和SRDP的忆阻器。STDP和SRDP是脉冲神经网络的**两种最重要的学习算法**。这一成果以**共同第一作者**发表在**Scientific Reports**上。另外神经网络的学习所需要的时间往往远多于处理所需要的时间。所以为了提高神经形态芯片的学习速度，在**Advanced Material**上发表了纳秒级高速相变存储器用来作为神经突触。申请人并不满足用于神经突触的存储器的开发，同时也致力于用于神经元的存储器的开发。我们正在开发超低功耗的**具有leaky特性的神经元，这一工作将给非易失性神经形态芯片带来革命性的改变**，不仅将彻底改变神经形态芯片的架构，而且可以大幅度提高神经形态芯片的密度降低计算功耗。在芯片开发上，申请人独立设计完成了一款256x256的神经形态芯片，其中神经突触由相变存储器实现，其它由CMOS实现。这是世界上**第二款**用相变存储器设计的神经形态芯片。芯片将于下个月完成加工，开始进行测试。与传统CNN加速芯片不同的是，这里将存储单元（相变存储器）和运算单元（leaky-integrate-and-fire neuron）紧密结合在一起，大幅度提高了密度，并减少了在存储器和运算单元传递数据所消耗的资源。相比国际同行，HPL是4x4的阵列，UCSB是12x12的阵列，IBM是256x256的阵列，目前**我们的芯片在规模上处在国际前列。**IBM开发的基于相变存储器的神经形态芯片（同样也是256x256）使用了2T1R的结构，以及COBA神经网络架构，不利于网络拓展和可重构应用。申请人针对低功耗高密度使用了1T1R结构和CUBA神经网络架构。1T1R结构将有助于**减少40%的面积**。CUBA结构适合**可重构**以及**片外学习**的神经网络架构。同时我们**对神经元使用了时分复用以及二级神经元的方法来提高密度。**芯片的制造在中心国际完成，后端相变存储器工艺与上海微系统所合作。该工作准备以**第一作者**投集成电路顶级会议**ISSCC**。在学习算法方面，将紧密结合硬件架构和器件特性，提出了多种有效的算法。比如对之前基于相变存储器的神经形态芯片设计，首次提出了scheduled STDP片上训练算法，对IBM的相变存储器神经形态芯片的学习算法做了改进，减少了不必要的学习过程，**功耗将大幅度降低**。并且可**适用于多种神经编码**，如rate coding或者spike coding。该工作准备以**第一作者**投**IEEE TCAS**。1. **非易失性逻辑电路**

申请人设计了多种非易失性逻辑电路来解决以下几个问题：一、计算单元和存储单元分离的问题，二、高休眠能耗问题，三、非易失可重构电路设计问题，四、非易失性存储阵列相关设计。因为芯片面积的增大，导致了处理器和存储器之间布线的增长，以致大幅增加数据传输的动态功耗和延时。计算单元和存储单元分离的问题主要靠存储器内计算（In Memory Computing）的方法来解决。申请人提出的存储器内计算的方案，不仅解决了连线的问题，同时**世界上首次**提出用**时分复用**的方法来**共享存储器**解决信号传递功耗过高的问题。这些成果，体现在**TCASI（2016）**，**NVMTS**和**NANOARCH**几篇文章中。高休眠功耗主要是因为晶体管的特征尺寸的缩小和芯片面积增大的结果。**TNANO（2013）**一文，提出了用**two-step-write**的方法，有效的降低了系统休眠时保存状态所需要的功耗，整体功耗可降低**20%**。而**TCASI（2014）**一文，用**区域存储阵列**的方法，结合**“four-phase pipelined saving”**, **“two-sigma-write”**等方法来进一步降低状态存储所需要的功耗。相比TNANO（2013），整体功耗可进一步降低**20%**。这些方案，已经获得了**美国授权专利**。**TCASI(2013)**和**TVLSI（2014）**两文，分别解决了相变存储器和阻变存储器在FPGA应用上的可重构问题和可靠性问题。前者的可靠性问题是由于相变存储器非零偏置的原因，会造成读干扰（amorphous态的相变存储器会变成crystalline态）。申请人提出了用零偏置的非易失性配置存储器来提高可靠性超过15000倍，并降低功耗174倍。同时还提出了多态非易失性可重构存储器用于实时可重构（Real-Time-Reconfiguration）。TVLSI（2014）主要解决阻变存储器作为FPGA可重构开关写入的问题。因为crossbar这种结构会有严重的写串扰和高漏电功耗的问题，特别是在FPGA可重构这个应用上。申请人提出用2D1R这种结构，提高写可靠性1e8，提高速度53%，并降低功耗40.5%。非易失性逻辑电路的研究为神经形态芯片的开发奠定了非常良好的基础。存储器内计算，存储器阵列设计等等都是神经形态芯片设计需要解决的问题。 |

二、五年来主要成果

|  |
| --- |
| 1、参与过的主要项目 |
| 项目名称 | 起止时间 | 项目性质和来源 | 经费总额 | 参与人数、本人排名和任务 |
| 浙江大学百人计划 | 2016-2019 | 中央国库、浙江大学 | 200万 | 1，1，主持 |
| Development of a 16 Kb Resistive Random Access Memory (RRAM) Prototype and Memory Controller | 2011-2013 | 工业界、4DS | 80万新币 | 7，1，主持 |
| Crossbar Memristor based Neuromorphic System for Learning in Spiking Neural Network (SNN) | 2014-2017 | ZJU-SUTD IDC | 40万新币 | 7，1，主持 |
| Non-Volatile Memory based Low Power Field Programmable Gate Array for Smart Electronics Applications | 2014-2017 | MIT-SUTD International Design Center | 25万新币 | 7，1，主持 |
| Bio-plausible Neuron and Bio-plausible Low Power Synapse for Bio-inspired Computer | 2014-2017 | MOE T2 | 50万新币 | 7，1，主持 |
| Artificial cognitive memory | 2011-2013 | A\*STAR SERC TSRP | 360万新币 | 7，1，主持 |
| PCRAM/RRAM integrating with advanced logic devices | 2011-2013 | A\*STAR SERC TSRP | 400万新币 | 7，1，主持 |

|  |
| --- |
| 2、代表性论文、著作（不超过20项） |
| 论文、著作名称 | 发表/出版时间 | 发表/出版载体 | 论文索引情况 | 本人排名 |
| A Low Active Leakage and High Reliability Phase Change Memory (PCM) Based Non-Volatile FPGA Storage Element | 2014.9 | IEEE Transactions ON Circuits and Systems       I-Regular Papers | 27 | 1 |
| A Low Power Localized 2T1R STT-MRAM Array With Pipelined Quad-Phase Saving Scheme for Zero Sleep Power Systems | 2014.9 | IEEE Transactions ON Circuits and Systems       I-Regular Papers | 4 | 1 |
| Magnetic Domain-Wall Racetrack Memory-Based Nonvolatile Logic for Low-Power Computing and Fast Run-Time-Reconfiguration | 2016.01 | IEEE Transactions on Very Large Scale Integration       (VLSI) Systems | 0 | 1 |
| High-Density and High-Reliability Nonvolatile Field-Programmable Gate Array with Stacked 1D2R RRAM Array | 2016.01 | IEEE Transactions on Very Large Scale Integration       (VLSI) Systems | 4 | 1 |
| A Low Power and High Sensing Margin Non-Volatile Full Adder Using Racetrack Memory | 2015.04 | IEEE Transactions ON Circuits and Systems       I-Regular Papers | 6 | 1 |
| A Low-Power Low-VDD Nonvolatile Latch Using Spin Transfer Torque MRAM | 2013.11 | IEEE Transactions ON       Nanotechnology | 15 | 1 |
| Optimization Scheme to Minimize Reference Resistance Distribution of Spin-Transfer-Torque MRAM | 2014.05 | IEEE Transactions on Very Large Scale Integration       (VLSI) Systems | 11 | 1 |
| Racetrack Memory based Non-volatile Storage Elements for Multi-context FPGAs | 2015.09 | IEEE Transactions on Very Large Scale Integration       (VLSI) Systems | 2 | 1 |
| Enabling an Integrated Rate-temporal Learning Scheme on Memristor | 2014.04 | Scientific       Reports | 26 | 共1 |
| Tailoring transient-amorphous states: Towards fast and power-efficient phase-change memory and neuromorphic computing | 2014.01 | Advanced       Materials | 7 | 3 |
| A Novel Operation Scheme Enabling Easy Integration of Selector and Memory | 2017.01 | IEEE       Electron Device Letters | 0 | 4 |
| Low power computing using STT-MRAM | 2014.10 | NVMTS | 3 | 1 |
| STT-MRAM based low power synchronous non-volatile logic with timing demultiplexing | 2014.08 | NANOARCH | 5 | 1 |
| Artificial neuron with somatic and axonal computation units: Mathematical and neuromorphic models of persistent firing neurons | 2011.11 | International Joint Conference on Neural       Networks (IJCNN) | 4 | 2 |
| Axonal slow Integration induced persistent firing neuron model | 2012.06 | International Conference on       Neural Information Processing | 3 | 3 |
| Design and Optimization of Inductive Power Link for Biomedical       Applications | 2011 | InTech | 0 | 1 |

|  |
| --- |
| 3、专利 |
| 专利名称 | 专利类别 | 批准时间 | 授权国家 | 是否投产 |
| Current Writing Circuit for a Resistive Memory Cell Arrangement | 发明 | 2012 | 美国 | 否 |
| Writing Circuit for a Resistive Memory Cell Arrangement and a Memory Cell Arrangement | 发明 | 2013 | 美国 | 否 |
| Reading circuit for a resistive memory cell | 发明 | 2014 | 美国 | 否 |
| Latch circuit and data processing system | 发明 | 2014 | 美国 | 否 |
| Writing circuit for a magnetoresistive memory cell, memory cell arrangement and method of writing into a magnetoresistive memory cell of a memory cell arrangement | 发明 | 2014 | 美国 | 否 |
| Circuit arrangement and a method of writing states to a memory cell | 发明 | 2015 | 美国 | 否 |
| Write Control Circuits And Write Control Methods | 发明 | 2016 | 美国 | 否 |

4、产品（如有产品，说明目前的产业化程度）

 无

5、其他（包括获得的重要奖项、在国际学术会议作重要报告等情况）

Low Power Computing Using Resistive Non-volatile Memories. In 14th Non-volatile Memory Technology Symposium (NVMTS), 27-29 October, 2014. (Invited)

STT-MRAM based Low Power Synchronous non-volatile Logic with Timing Demultiplexing. In 10th ACM/IEEE International Symposium on Nanoscale Architectures (NANOARCH), 8-10 July, 2014.

Domain Wall Racetrack Memory for In Memory Computing. In 50th IEEE International Symposium on Circuits and Systems, 28-30 May, 2017

三、项目可行性说明

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 1、立项背景（说明项目意义、国内外研究现状和发展趋势）。**(1) 研究意义**人类对自然界的不断探索和认识是推动人类科学发展的重要手段。几十年来，通过对人脑和神经网络的不断认知，人工智能已有引人瞩目的发展，机器的智能已经在某些方面超越人类。如Alphago于2016年3月以4:1的成绩战胜了韩国围棋职业高手李世乭[1]。虽然机器在某些特定的领域表现出超越人类智慧的能力，但现有计算系统仍然面临两个严重的发展瓶颈：一是对于人脑能轻松胜任的认知任务处理能力不足，难以支撑高水平的智能。二是系统能耗过高，如Alphago需要消耗一百万瓦的功耗才能战胜消耗二十瓦功耗的人脑[2]。这主要是因为现有人工智能都是依靠冯诺依曼架构来实现。因为存储器和处理器分开，**用冯氏计算机来模拟人工神经网络非常低效**，大量数据需要频繁的在处理器和存储器之间移动，导致功耗过高，运算能力不足，难以模拟大型网络结构。为了提高人工神经网络的效率，必须研究适合人工神经网络的硬件。**神经形态芯片采用了仿生的架构，将存储器和处理器紧密的结合在一起，能以非常低的功耗传递数据[3]。**在生物脑中，数据本身则是分布式的存储于网络的各个节点（比如由神经元内的离子浓度表征）以及节点之间的连接（比如由突触的强弱表征）上，运算和存储在结构上高度一体化[4]。这样，用少量甚至单个电子器件模仿单个神经元的功能，而将数量巨大的电子“神经元”以类脑的方式形成大规模并行处理的网络，就成为了非常有吸引力的方向。图1（a）是一个生物上神经元的示意图，包括活体脑细胞（SOMA），轴突（Axon）和树突(Dendrite)[5]。轴突（Axon）用来发送神经信号，树突（Dendrite）接收来自抑制（Inhibitory）神经突触或者刺激（Excitatory）神经突触的信号，增加或者减少神经元膜（Membrane）的电压。神经元被激发（Fire）之后以脉冲的形式被轴突发送，并经过神经突触到达目标神经元。神经突触用来记忆活动历史记录，并调制信号强弱。如图1（b）所示，整个大脑就是由大量的神经元通过神经突触连接而组成，通过脉冲序列来进行通讯，被称为神经网络。神经网络很快被抽象出来模拟成人工神经网络用到人工智能上，如图1（c）所示。在人工神经网络，每一层由若干个神经元组成（如图1（c）中的圆圈），而每两次之间由神经突触来连接（如图1（c）中的线条）。脉冲神经网络（SNN）的神经形态芯片由于其更加仿生，得到了大量的关注与发展[6]。脉冲神经网络不仅可以用于解决非脉冲神经网络所能解决的问题，而且在处理一些时空性相关的任务的时候效率更高[7]。许多研究机构在开发基于脉冲神经网络的神经形态芯片来模拟人类大脑，如曼彻斯特大学的spinnaker[8]，斯坦福大学的neurogrid[9]，苏黎世大学的ROLLS[10]等等。另一方面，研究者也希望能把人脑的认知服务于人类，如IBM开发出了TrueNorth[11]，一种简化了的神经形态芯片架构，但是更适合做智能运算。C:\Users\lenovo\AppData\Local\Microsoft\Windows\INetCacheContent.Word\integ2.gifhttp://mag.uchicago.edu/sites/default/files/1508_Kelly_Neural-network.jpghttps://www.extremetech.com/wp-content/uploads/2015/07/NeuralNetwork.png1. (b) (c)

图1 （a）神经元结构示意图，（b）大脑中的神经网络，（c）人工神经网络虽然神经形态芯片是更接近人脑的一种硬件架构，相比冯氏计算机具有更低的功耗和更高效的处理速度，但是要处理更复杂的场景需要更大规模的网络。**神经形态芯片开发的最大局限性在于芯片的密度。**虽然工业界和学术界在传统CMOS工艺做了各种努力，来提高人工智能的运算能力。但是，传统CMOS工艺的局限性决定了芯片和系统很难提高片上存储的容量来满足现有的深度学习的要求，更远远无法实现具有1011个神经元和1015个神经键的人脑规模，并实现近似人脑的功耗。在芯片或者系统级实现如此规模的神经突触需要高密度的存储器。而忆阻器（Memristor）的出现又给神经形态芯片带来了新的契机。常见的忆阻器有相变存储器（PCM），阻变存储器（RRAM）等，一般都是三明治结构，两端是金属电极，中间是电阻转换材料。忆阻器由于其高密度、低功耗、非易失、后端友好工艺，而且许多特性可以很好的模拟神经突触，所以**忆阻器被认为是实现神经形态芯片的最佳存储器件**，从而解决密度的问题[12]。用于神经突触的高密度忆阻器已经多有报道。但是用于神经元的忆阻器还鲜有报道。神经元是神经形态芯片的一个重要组成部分，**高密度的神经元器件和高密度神经突触是高密度神经形态芯片的两个重要组成部分**。**我们在研究忆阻器件的时候发现忆阻器件具有积分的效应，在模拟神经元方面有着非常大的潜力**。本课题拟研究基于忆阻器的神经元器件，需要完成的任务主要有两点：* 高密度低功耗的神经元忆阻器件。该器件不仅可以做积分运算（Integrate），而且带泄漏（Leaky）特性以及自动重置（Auto Reset）特性。
* 基于全忆阻器的神经形态芯片架构和电路的研究。本课题拟研究基于忆阻器的芯片架构，它将具有这几个特点：高密度、高处理速度和低功耗。这也是所有硬件系统所最求的目标。

**对忆阻器神经元、电路和架构做一定研究之后，下一步的目标是开发并制造全忆阻器神经形态芯片。全忆阻器神经形态芯片将大幅度提高人工智能，使之更接近人类的智能，对人工智能的研究具有革命性的意义。而且在规模达到一定之后，就可以拿来模拟和帮助研究人类的大脑，了解机理，并用来服务于人类。****（2）国内外研究现状及分析**目前国内外还未有人研究基于全忆阻器的神经网络，主要是因为忆阻器是新型器件，能研发的团队不是很多，这些团队目前主要专注于用于神经突触的忆阻器器件，而鲜有人涉及用于神经元的忆阻器器件。目前忆阻器神经元器件只有IBM以“Stochastic phase-change neurons”为题于2016年发表在Nature Nanotechnology上。1. **各国发展项目概况**

**因为神经形态芯片旨在模拟人类复杂而神秘的大脑，并将其用于国防，军事，航天航空，机器人，医疗等各个领域，因此各个国家和地区投入了大量的人力和物力。**2013年4月美国总统奥巴马批准实施“创新型神经技术推动脑科学研究”（BRAIN）计划[13]。为了大力推进实现BRAIN计划的目标，工作组建议未来5年（2016～2020财年）NIH的投资达到每年4亿美元，随后5年（2021～2025财年）为每年5亿美元。“欧盟人脑计划”于2013年入选了欧盟的未来旗舰技术项目，也成为了全球范围内最重要的人类大脑研究项目[14]。该项目旨在建立一套基于神经科学的全新的、革命性的 信息通信技术，建造一种模拟神经元功能的芯片，然后将这种芯片用于建造超级计算机系统。该计划将持续十年，整体投资11.9亿欧元。日本于2014年正式启动庞大的“脑科学与教育”研究项目，其总体目标是：将脑科学研究作为国家教育发展的一项战略任务，将脑科学与教育紧密结合，进行面向教育理论和实际的应用研究[15]。随着欧、美、日相继启动各种人脑计划，中国也将全面启动自己的脑科学计划。科技部正在做面向2030年的科学研究计划，制定中国的脑科学和类脑研究方案，工程和生物研究将交叉融合。“中国脑计划”已获国务院批示，并被列为“事关我国未来发展的重大科技项目”之一，将从认识脑、保护脑和模拟脑三个方向全面启动。1. **基于传统CMOS工艺的类脑芯片研究现状**

神经形态芯片的初衷是制造VLSI芯片来模拟人的大脑进行一系列的仿真，进一步了解人脑的工作机理，加深对人脑的认知。后续的发展是，借鉴人脑的架构和学习规则来建立高密度低功耗计算芯片，来处理人工智能上的各种问题。由于其借鉴生物上的人脑，一般都是脉冲神经网络，而且计算单元（神经元）和存储单元（神经突触）往往紧密的结合在一起。IBM公司2014年8月研制出TrueNorth芯片。该芯片采用28纳米硅工艺制作，包括54亿个晶体管和4096个处理核，相当于100万个可编程神经元，以及2.56亿个可编程突触。每秒可执行460亿次突触运算，总功耗仅为70 mW，每平方厘米功耗20 mW [11]。2014年4月底，美国斯坦福大学的研究人员研制出一款基于人脑构造的高速节能微型芯片Neurogrid， 其速度为普通电脑的9000倍，而所需的能量低于普通电脑[9]。该原型产品由16个定制芯片组成，能够模拟100万个大脑神经元以及几十亿个突触连接。在欧盟人脑计划支持下，海德堡大学现已研制出包含20万个神经元和5000万个神经元突触的神经形态芯片，并将尝试将20个这样的芯片链接起来[16]。与此同时，欧盟人脑计划为英国曼切斯特大学主持的SpiNNaker（脉冲神经网络架构）计划提供了资助，该计划利用两万个ARM芯片搭建大规模并行计算网络，每个芯片代表1000个神经元[8]。欧盟人脑计划的资助将帮助SpiNNaker实现上百万颗ARM处理器的集成。 1. **基于忆阻器的神经网络研究现状**

以上的神经形态芯片，他们的共同的问题仍然是密度的问题。表1中列出了一些使用了片上神经突触的神经形态芯片参数。在神经突触密度一栏，ROLLS和HICANN都做了标准化处理。IBM TrueNorth密度比较高，但是只实现了1-bit的神经突触，所以在模拟人脑的研究上会有很大欠缺。ROLLS和HICANN使用CMOS电路来模拟复杂的神经突触，密度大幅度下降。所以用现有CMOS工艺来模拟并研究人脑，很难做到人脑的规模。忆阻器由于其高密度、低功耗、非易失、后端友好工艺，而且许多特性可以很好的模拟神经突触，所以被认为是模拟神经突触的最理想器件。目前基于忆阻器的芯片主要有以下几个：* HPL的DPE，一个4x4的忆阻器网络[17]
* UCSB的12x12忆阻器阵列[18]
* IBM的256x256带片上学习功能的相变存储器阵列[19]

表1 神经形态芯片以及人脑的比较

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Chip | SNN？ | Technology (nm) | Neuron | Synapse/Memory | Clock | Power (W) | Performance (GSOPS) | Normalized (GSOPJ/GFLOPJ) | Area (cm2) | Synapse density (M/cm2) |
| TrueNorth | Y | 28 | Digital (I&F) | 256 Mb 1-b SRAM | 1 KHz | 0.07 | 400 | **5700** | 4.3 | 59.5 |
| ROLLS | Y | 180 | Analog (I&F) | 128 Kb LTP + STP | 100 HZ | 0.004 | 0.00655 | 1.6375 | 0.514 | **10.3** |
| HICANN | Y | 180 | Analog (I&F) | 128 Kb 4b-DAC | 1 MHz | 1.3 | 164 | 126 | 0.5 | 10.6 |
| Human Brain | Y | - | Biological  | 1 Petabit | 10 Hz | 20 | ~ 1e9 | **5e7** | 1260 cm3 | 794 G/cm3 |

1. **基于忆阻器的神经网络研究现状**

以上的设计，一个共同的问题仍然是密度的问题。表1中列出了一些使用了片上神经突触的神经形态芯片参数。在神经突触密度一栏，ROLLS和HICANN都做了标准化处理。可以看出，他们的密度还是远远低于人脑的密度。所以需要用忆阻器来提高芯片的密度。目前基于忆阻器的芯片设计主要有以下几个：* HPL的DPE，一个4x4的忆阻器网络[28]
* UCSB的12x12忆阻器阵列[29]
* IBM的256x256带片上学习功能的相变存储器阵列[30]

因为忆阻器制造的困难，以及网络架构，学习算法和电路的不成熟，目前都还处于探索阶段。如HPL和UCSB分别只做到4x4和12x12。IBM使用了相对成熟的相变存储器工艺，做到了256x256。HPL和UCSB使用了模拟矩阵相乘的方法，主要用于传统的神经网络，但是会有非常高的静态功耗，而且神经元需要用到ADC/DAC[20]，造成面积过大功耗过高。另外，UCSB使用了无选通器件的纵横阵列，潜通路（Sneak Path）上会造成非常高的漏电流和写错误。IBM的相变存储器阵列使用了片上学习电路，用于脉冲神经网络。他们的芯片同样有两个问题，一是使用2T1R造成芯片密度降低；二是神经元使用电容来做积分，有面积过大的问题。所以上述三种神经形态芯片，都需要通过减小神经元的面积来提高整个芯片的密度。1. **神经元电路和器件研究**
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| 2、主要内容和预期成果（说明研究开发的主要内容，技术关键（难点）以及最终成果形式和对经济社会发展产生的效益）。(1) 研究内容* **用于神经形态芯片神经元的高密度低功耗忆阻器件的研究。**

研究忆阻器件在模拟神经元的可行性，研究不同的材料和架构，使该器件具有多种神经元特性，包括**积分（Integrate）**，**泄漏（Leaky）**，**自我重置（Auto Reset）**。同时对器件的物理机制进行研究，并建立相应神经元器件模型。该模型不仅反映器件物理特性，而且与神经元模型结合起来，可以用于spice仿真，再进一步建立高层次模型用于基于该器件的脉冲神经网络架构和学习算法的研究。* **基于全忆阻器的神经元电路的研究。**

基于全忆阻器的神经元电路的研究主要有两个目的，一是为了测试神经元忆阻器件并验证其功能。第二个是做基于全忆阻器神经元电路的探索性研究，研究忆阻器神经元在不同神经元模型下的可行性，如Adaptive Exponential I&F，或者Hodgkin-Huxley (HH)神经元模型。同时也将探索神经元忆阻器在传统神经网络上的应用，如Sigmoid神经元。* **基于全忆阻器的脉冲神经网络架构的研究。**

本项目会根据新的神经元忆阻器特性（**高密度和低功耗**）来研究新型神经网络架构。如用基于STDP学习法则的非监督神经网络来分析全忆阻器架构对整个系统性能带来的提升。另外，本项目也会探索神经元忆阻器的非线性在神经网络上的应用，如结合特殊的神经编码来快速传递新型并提高密度。(2) 拟解决的关键科学问题**在神经形态芯片模拟人脑的过程中，最大的难题是芯片的密度。**现有的CMOS半导体技术无法实现1015个神经突触已经1011个神经元规模的网络，特别是神经元和神经突触需要模拟多种生物特性。用忆阻器来模拟神经突触已经有很多研究工作，但是用单个器件去模拟神经元还处于萌芽阶段。本项目试图通过多种手段去解决神经元密度的问题，或者给其他研究者启发，从而共同完成这个具有极大挑战的难题。在具体的研究中，关键的问题主要有下面三点：* 用单个忆阻器件来模拟神经元的主要功能，如积分功能，泄漏功能，以及自动重置功能，以及分析内部的物理原理。这需要通过研究材料，新型器件结构，并经过大量的测试来实现。
* 使用该器件来实现多种神经元模型，如Adaptive Exponential I&F模型，sigmoid神经元模型等。这需要通过结合CMOS电路来验证各种可行性。
* 基于新型神经元忆阻器件的神经网络架构的研究，以及器件的性能与参数对整个神经网络的影响。因为器件的性能未知，于是就给我留下很多值得探索的空间，并且如果利用好这些未知因素，也实现高效神经形态芯片的关键。可以预见的因素有高密度和非线性。前者可以用于新型卷积神经网络架构，后者准备结合神经编码来研究高效神经网络。

(3) 最终成果形式和对经济社会发展产生的效益因为是前沿性的工作和研究，所以最终成功主要以论文和专利来体现。具体的成果列举如下：* 在国外重要学术期刊和国际会议上发表10-15篇高质量论文，其中，顶级期刊和会议论文不少于5篇（如Nano Letter，IEEE Trans，EDL，IEDM，VLSI，DAC，ICCAD等）。
* 申请国内专利2-3个。
* 参加国际合作与交流2-3次，在本项目的基础上申请国际合作项目1-2个。
* 组织学术交流活动或者学术会议1次。

产生的社会效益不会直接体现，需要再做进一步的研究和开发工作。该项目是为开发高密度神经形态芯片做准备，包括器件开发，架构和电路设计等。神经元忆阻器是实现高密度低功耗神经形态芯片必不可少的一部分。最终的神经形态芯片，因其高密度，高性能功耗比，有非常大的潜力抢占人工智能芯片市场。而人工智能的芯片市场正处于井喷式增长的前期，预计10年后将有400亿美元的市场份额。所以，本项目的成功将带来非常巨大的市场前景。 |
| 3、项目实施方案和计划进度安排。

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 时间年度研究计划 | 第一年 | 第二年 | 第三年 | 第四年 |
| 春 | 夏 | 秋 | 冬 | 春 | 夏 | 秋 | 冬 | 春 | 夏 | 秋 | 冬 | 春 | 夏 | 秋 | 冬 |
| 神经元忆阻器件制造  | × | × | × |  |  |  | × | × | × |  |  | × | × | × |  |  |
| 建立试验台测试器件特性 |  | × | × | × |  |  |  | × | × |  |  |  | × | × |  |  |
| 忆阻器件神经元特性及器件物理机理的研究 |  |  | × | × | × |  |  | × | × | × | × |  |  | × | × |  |
| Leaky I&F神经元电路设计与仿真 |  |  | × | × |  |  |  | × | × |  |  |  |  |  |  |  |
| Leaky I&F神经元电路制造 |  |  |  |  | × |  |  |  | × |  |  |  |  |  |  |  |
| Leaky I&F神经元电路测试 |  |  |  |  |  | × | × |  |  | × | × |  |  | × | × |  |
| Adaptive Exponential I&F神经元的研究 |  |  |  |  |  |  |  |  | × | × | × |  |  |  |  |  |
| Sigmoid神经元的研究 |  |  |  |  |  |  |  |  |  |  |  | × | × | × |  |  |
| STDP脉冲神经网络建模与仿真 | × | × | × | × | × | × | × | × |  |  |  |  |  |  |  |  |
| 卷积神经网络的建模与仿真 |  |  |  |  |  |  |  |  | × | × | × | × | × | × | × | × |

 |
| 4、现有工作基础和条件（包括配套经费、人员配备等情况）。浙江大学是国内首批成立微电子学院的学校。微电子学院下面包括两个研究所：微纳电子研究所和超大规模集成电路研究所。微纳电子研究所主要从事先进CMOS器件、微纳电子器件、石墨烯电子器件、微纳机电系统、集成光电子学、柔性生物传感系统等研究。超大规模集成电路研究所主要从事嵌入式CPU核，系统芯片设计及平台，模拟和混合信号接口、安全等IP模块，集成电路可制造性设计和软件,智能硬件与智能信息处理等方面的研究。微电子学院为类脑芯片设计和器件开发的研究方向提供的非常良好的平台, 课题申请单位拥有完成本课题所需的全部设备。微纳电子研究所为研究人员提供了微纳超净平台，可以从事半导体工艺研究，器件开发与测试等各项工作。超大规模集成电路研究所为SOC开发提供了良好的平台，包括服务器，集成电路开发软件，以及各种电路测试设备和环境等。配套经费：浙江大学“百人计划”科研启动经费，200万，经费来源：浙江大学，起止年月：2016/12-2019/12, 项目负责人。人员配备：每年1个博士生和1个硕士生的招生资格。目前已经硕士研究生1名，本科生5名，下半年会再增加1名博士生和1名硕士生。同时在积极招聘博士后等研究人员。 |
| 本人声明 | 我保证以上材料属实，如有不实之处，愿承担一切责任。  申请人（签名）：年    月    日 |
| 所在单位审核 | 申请人以上材料经与原件核对，情况属实。表格所填报内容均已在单位内部进行全信息公示，没有异议。 申请人单位（盖章）年    月    日 |
| 所在平台意见 | （不在省级留学人员创业园、省重点企业研究院、省级产业集聚区的，无需填写此栏；若是，请注明平台名称：                       ） （盖章）年    月    日 |
| 市人力社保局或归口管理部门审查意见 |    负责人签字：             年    月    日单位（盖章） |
| “钱江人才计划”管理办公室审查意见 |      负责人签字：             年    月    日单位（盖章） |